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Abstract. Multi-vehicle autonomous driving couples strategic interac-
tion with hybrid (discrete-continuous) maneuver planning under shared
safety constraints. We introduce IBR-GCS, an Iterative Best Response
(IBR) planning approach based on the Graphs of Convex Sets (GCS)
framework that models highway driving as a generalized noncooperative
game. IBR-GCS integrates combinatorial maneuver reasoning, trajectory
planning, and game-theoretic interaction within a unified framework.
The key novelty is a vehicle-specific, strategy-dependent GCS construc-
tion. Specifically, at each best-response update, each vehicle builds its
own graph conditioned on the current strategies of the other vehicles,
with vertices representing lane-specific, time-varying, convex, collision-
free regions and edges encoding dynamically feasible transitions. This
yields a shortest-path problem in GCS for each best-response step, which
admits an efficient convex relaxation that can be solved using convex op-
timization tools without exhaustive discrete tree search. We then apply
an iterative best-response scheme in which vehicles update their trajec-
tories sequentially and provide conditions under which the resulting in-
exact updates converge to an approximate generalized Nash equilibrium.
Simulation results across multi-lane, multi-vehicle scenarios demonstrate
that IBR-GCS produces safe trajectories and strategically consistent in-
teractive behaviors.

Keywords: Multi-Vehicle Systems · Game-Theoretic Motion Planning·
Autonomous Driving

1 Introduction

The deployment of self-driving cars promises improvements in safety, efficiency,
and comfort in day-to-day transportation, but it also introduces fundamental
challenges in planning with interactions. In mixed traffic, coordination is decen-
tralized, and vehicle interactions combine cooperative and competitive elements:
all vehicles must comply with shared traffic rules to ensure safety, yet strategic
behavior naturally arises in scenarios such as merging, lane changing, and over-
taking. To model the pursuit of individual objectives under shared constraints,

∗Equal contribution



2 N. Käfer et al.

noncooperative game theory has been widely used to cast autonomous driving as
a complete-information game [9, 14, 24]. Compared to model predictive control
approaches that ignore strategic interaction, game-theoretic formulations can
better capture anticipatory behavior and improve performance in interactive
scenarios [25, 28]. A particularly useful subclass is (generalized) potential games,
where unilateral incentives are aligned with a single scalar potential function,
yielding algorithmic and theoretical tractability [4, 10, 13, 29]. The versatility of
potential games has led to their adoption in diverse multi-agent settings [2, 12,
26, 27].

A key difficulty in multi-vehicle planning is that it is inherently hybrid: dis-
crete decisions arise from lane selection and maneuver choices, while continuous
decisions are governed by vehicle dynamics. This hybrid structure is often mod-
eled via mixed-integer programs [5, 6, 8, 20], but such formulations can tightly
couple discrete and continuous variables, limiting scalability and making it dif-
ficult to exploit problem structure in large multi-vehicle settings [7, 19].

To address these challenges, we leverage Graphs of Convex Sets (GCS) [15,
17], which is a recently proposed optimization framework that has been success-
fully applied to trajectory optimization and motion planning problems with colli-
sion avoidance [11, 16, 22]. In GCS, discrete decisions are represented by a graph
topology: vertices correspond to convex feasible regions (e.g ., safe sets for each
vehicle), and edges encode feasible transitions between them (e.g ., collision-free
trajectories from one feasible region to another). This representation preserves
convexity within regions and along transitions, and it admits a convex relaxation
that is often tight in practice [17], enabling efficient computation while capturing
combinatorial structure.

In this work, we present IBR-GCS, a GCS-based method for multi-vehicle
highway driving that models interaction as a noncooperative game with po-
tentially conflicting objectives while respecting traffic rules. The proposed ap-
proach, IBR-GCS, integrates combinatorial maneuver reasoning, trajectory plan-
ning, and game-theoretic interaction within a unified framework. At each iter-
ation, vehicle i constructs a strategy-dependent GCS whose vertices represent
lane-specific collision-free regions over time and whose edges encode dynami-
cally feasible, safety-preserving transitions. Given the current strategies of the
other vehicles, the resulting best-response computation reduces to a shortest-
path problem (SPP) in GCS, yielding a mixed-integer convex formulation with
an efficient convex relaxation that is often tight in practice. We embed these up-
dates in an Iterative Best-Response (IBR) scheme and provide conditions under
which the resulting inexact best-response dynamics converge to an approximate
generalized Nash equilibrium (GNE). We evaluate IBR-GCS in numerical sim-
ulations of multi-lane highway scenarios, demonstrating safe trajectories and
strategically consistent behaviors.

The remainder of the paper is organized as follows. Section 2 reviews graphs
of convex sets and generalized potential games. Section 3 formalizes the multi-
vehicle driving game and states the key assumptions. Section 4 presents IBR-
GCS, including the strategy-dependent GCS construction, the iterative best-
response algorithm, and the accompanying error analysis. Section 5 presents
simulation results. Finally, Section 6 discusses conclusions.
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2 Preliminaries

This section reviews GCS and generalized potential games, which form the basis
for the proposed approach.

2.1 Shortest Path Problem in Graphs of Convex Sets

The GCS framework provides a graph-based representation for optimization
problems that combine continuous decision variables with a combinatorial struc-
ture. The framework was originally introduced for trajectory optimization and
motion planning with obstacle avoidance. A detailed formulation can be found
in [15, 17].

Definition 1 (Graph of Convex Sets). A graph of convex sets is a directed
graph G = (V, E) with vertex set V and edge set E, where each vertex V ∈ V is
associated with a convex set XV ⊂ Rn, and each directed edge e = (U,W ) ∈ E
represents an admissible one-step move from vertex U to vertex W (i .e., between
the sets XU and XW ).

In the relevant literature, vertices typically correspond to convex feasible
regions that are subsets of the state or trajectory space, while edges encode
admissible transitions between regions, such as continuity, dynamical feasibility,
or safety constraints [11, 16].

Each vertex V ∈ V is associated with a continuous decision variable xV ∈ XV .
For each edge e = (U,W ) ∈ E , convex constraints may couple (xU , xW ) via
(xU , xW ) ∈ Xe, where Xe ⊂ Rn × Rn is a convex set. Each edge may also
be assigned a convex nonnegative cost function ce : Xe → R≥0. Additionally,
vertices may be assigned convex nonnegative costs cV : XV → R≥0.

We recall the definition of a path in a graph of convex sets.

Definition 2 (Path). Given a source vertex V0 and a target vertex VK ̸=
V0, a path is a sequence of vertices (V0, . . . , VK) and directed edges such that
(Vk−1, Vk) ∈ E for all k = 1, . . . ,K.

To find a minimum-cost path through G, we introduce binary decision vari-
ables ze ∈ {0, 1} for all e ∈ E to indicate whether an edge e is selected, and
vertex-selection variables yV ∈ [0, 1] for all V ∈ V (equal to 1 for vertices V
on the selected path and 0 otherwise under the flow constraints below). For
each vertex V ∈ V, let E in

V := {(U, V ) ∈ E} and Eout
V := {(V,W ) ∈ E} denote

its sets of incoming and outgoing edges, respectively. A standard mixed-integer
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formulation of the GCS shortest path problem is as follows:

minimize
{xV ,yV }V ∈V ,

{ze}e∈E ,

∑
e=(U,W )∈E

ze ce(xU , xW ) +
∑
V ∈V

yV cV (xV ) (1a)

subject to
∑
e∈Ein

V

ze + δV,V0 =
∑

e∈Eout
V

ze + δV,VK
, ∀V ∈ V, (1b)

yV = δV,V0 +
∑
e∈Ein

V

ze, ∀V ∈ V, (1c)

xV ∈ XV , ∀V ∈ V, (1d)
ze = 1 ⇒ (xU , xW ) ∈ Xe, ∀e = (U,W ) ∈ E ,

(1e)
ze ∈ {0, 1}, ∀e ∈ E , (1f)
0 ≤ yV ≤ 1, ∀V ∈ V. (1g)

Here, δV,W denotes the Kronecker delta, where δV,W = 1, if V = W , and δV,W =
0, otherwise. In (1b), the terms δV,V0

and δV,VK
therefore create the required

unit flow imbalance at the source vertex V0 and target vertex VK . In contrast
to the classical SPP [3], the GCS SPP is NP-hard in general, cf . [17, Theorem
3.1].

Convex Relaxation A standard convex relaxation replaces (1f) with the box
constraint 0 ≤ ze ≤ 1 and converts the implications in (1e) into a convex per-
spective (or conic) formulation; see [15, 17] for canonical constructions. This re-
laxation can be tight in many motion-planning instances, but in general it may
be loose [15, Proposition 8.1]. Existing formal tightness guarantees are limited
to restrictive settings [15, Proposition 8.2]. In this paper, we empirically observe
tightness in our setting (cf . Section 5), but we do not claim a general tightness
guarantee.

2.2 Generalized Potential Games

We consider a game with N vehicles, indexed by N := {1, . . . , N}. Vehicle i ∈ N
chooses a strategy θi, which in our driving setting represents a finite-horizon
motion plan (trajectory and lane-change actions) and will later be encoded as
a path through a vehicle-specific graph of convex sets. Vehicle i incurs a cost
Ji(θi, θ−i), where θ−i := (θ1, . . . , θi−1, θi+1, . . . , θN ) denotes the strategies of
all other vehicles. In our setting, feasibility depends on other vehicles through
coupled constraints, so we use a generalized strategy set of the form

Θi(θ−i) := {θi | (θi, θ−i) ∈ Θ}, (2)

where Θ is the joint feasible set. Each vehicle’s cost is a function Ji : Θ → R,
evaluated on feasible joint strategies θ = (θi, θ−i) ∈ Θ.

Collecting the vehicles, costs, and coupled feasibility constraints yields a game
in which each vehicle solves an optimization problem whose feasible set depends
on the other vehicles’ strategies.
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Definition 3 (Game). The game is denoted by G and is specified by the fol-
lowing set of coupled optimization problems:

G :=

{
minimize

θi
Ji(θi, θ−i)

subject to θi ∈ Θi(θ−i),
∀i ∈ N . (3)

A central solution concept for games of this form is the Generalized Nash
Equilibrium (GNE), in which no vehicle can unilaterally reduce its cost while
satisfying the feasibility constraints imposed by the other vehicles’ strategies.

Definition 4 (Generalized Nash Equilibrium, GNE). A strategy profile
θ⋆ ∈ Θ is a GNE of G if, for every vehicle i ∈ N ,

Ji(θ
⋆
i , θ

⋆
−i) ≤ Ji(θi, θ

⋆
−i), ∀θi ∈ Θi(θ

⋆
−i). (4)

To analyze the existence of equilibria and the behavior of best-response dy-
namics, it is often useful to identify games whose incentives can be summarized
by a single scalar function. This motivates the notion of a generalized potential
game, which extends exact potential games to settings with coupled feasibility
constraints [18].

Definition 5 (Generalized potential game). The game G is a generalized
potential game if there exists a function Φ : Θ → R such that for all i ∈ N and
all θ−i for which Θi(θ−i) ̸= ∅, it holds for all θi, θ′i ∈ Θi(θ−i) that

Ji(θ
′
i, θ−i)− Ji(θi, θ−i) = Φ(θ′i, θ−i)− Φ(θi, θ−i). (5)

The function Φ is called a generalized potential.

We next introduce the iterative best-response (IBR) dynamics that will be
used in Section 4. Given θ−i, the set of best responses for each vehicle i ∈ N ,
denoted BRi(θ−i), is given by

BRi(θ−i) := argmin
θi∈Θi(θ−i)

Ji(θi, θ−i). (6)

Starting from an initial feasible profile θ0 ∈ Θ, IBR updates vehicles sequentially.
We define

θk,i := (θk+1
1 , . . . , θk+1

i , θki+1, . . . , θ
k
N ), i = 1, . . . , N, (7)

for the intermediate profile after vehicles 1, . . . , i have been updated during it-
eration k. With this, the update rule is

θk+1
i ∈ BRi(θ

k,i−1
−i ), i = 1, . . . , N, k ≥ 0, (8)

with θk,0 = θk at the beginning of iteration k and θk,N = θk+1 at the end of
iteration k. In a generalized potential game, any exact best-response update is
a descent step for the potential function Φ. A standard result is given below, cf .
[18].
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Proposition 1 (Potential descent under exact IBR). Suppose G is a
generalized potential game with generalized potential Φ (Definition 5). If, at some
intermediate profile θk,i−1, vehicle i ∈ N performs an exact best-response update
(6), then

Φ(θk,i) ≤ Φ(θk,i−1).

Consequently, if all vehicles update with exact best responses, the sequence {Φ(θk)}k≥0

is monotonically non-increasing along IBR, and therefore convergent, if Φ is
bounded below on Θ.

3 Problem Formulation

We consider a multi-vehicle highway driving scenario with N vehicles indexed
by N := {1, . . . , N} operating on a set of straight lanes L ⊂ N, as illustrated
in Fig. 1. Planning is performed over a finite-horizon T := {0, . . . , T − 1} with
a discretization step ∆t ∈ R>0 and transition index set T − := {0, . . . , T − 2}.
Vehicle i ∈ N has longitudinal position si(t), speed vi(t), acceleration ai(t), lane
index zi(t) ∈ L, and blinker (lane-change action) bi(t) ∈ B := {−1, 0, 1}, where
bi(t) = −1 indicates a lane change to the right, bi(t) = 0 indicates staying in
lane, and bi(t) = 1 indicates a lane change to the left.

` = 1 = zi(t)

` = 2

` = 3

−50 0 50 100 150 200

1

2

3

ai(t), vi(t), si(t)

bi(t) = 1

` = 1

` = 2

` = 3

0 50 100 150 200 250

1

2

3

di,j(t)

Fig. 1: Vehicles operating on a highway with vehicle-specific variables (left) and
longitudinal distance (right).

Dynamics and bounds: The motion of vehicle i ∈ N is modeled by the
discrete-time dynamics:

si(t+1) = si(t) +∆t vi(t),

vi(t+1) = vi(t) +∆tai(t),
∀t ∈ T −. (9)

We enforce state bounds:

si(t) ∈ [ s, s ], vi(t) ∈ [ vi, vi ], ∀t ∈ T , (10)

where s and s denote the endpoints of the road segment and vi, vi are the
minimum and maximum allowable speeds for vehicle i. Acceleration is bounded
by actuation limits

ai(t) ∈ [ ai, ai ], ∀t ∈ T −, (11)

with ai, ai denoting the minimum and maximum admissible accelerations of
vehicle i.
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Lane evolution: Lane changes are restricted to adjacent lanes and are com-
manded by the blinker:

zi(t+1) = zi(t) + bi(t), bi(t) ∈ B, zi(t+1) ∈ L, ∀t ∈ T −. (12)

Relative coordinates: For any pair of vehicles i, j ∈ N , define the longitudinal
and lateral offsets:

di,j(t) := sj(t)− si(t), zi,j(t) := zj(t)− zi(t), (13)

as shown in Fig. 1. The longitudinal offset, in view of (9), evolves as:

di,j(t+1) = di,j(t) +∆t
(
vj(t)− vi(t)

)
, ∀t ∈ T −. (14)

Safety rules: To prevent collisions, we impose longitudinal safety for vehicles
in the same lane and lateral safety for vehicles in adjacent lanes.

Rule 1 (Longitudinal safety in the same lane). If zi,j(t) = 0, then vehicles must
maintain a minimum longitudinal separation, i .e.,

|di,j(t)| ≥ dsi , ∀t ∈ T , (15)

where dsi > 0 is the required safety gap for vehicle i.

Rule 2 (Lateral safety across adjacent lanes). If vehicles are side-by-side in ad-
jacent lanes, i .e.,

|di,j(t)| ≤ dsi , |zi,j(t)| = 1, ∀t ∈ T , (16)

then simultaneous swaps into each other’s lanes are forbidden:

zi(t+1) ̸= zj(t), zj(t+1) ̸= zi(t), ∀t ∈ T −. (17)

Preferences and objectives: Each vehicle i ∈ N is assigned a desired cruis-
ing speed vdesi ∈ [ vi, vi ] and a desired lane ℓdesi ∈ L. We also fix weights
wi,v, wi,ℓ, wi,a, wi,b ∈ R>0 that trade off speed tracking, lane preference, control
effort, and lane-change usage, respectively. These parameters are used to define
the edge and terminal costs in the GCS construction in Section 4.

3.1 Individual vehicle strategy and optimization problem

A vehicle i’s finite-horizon strategy is the collection of its state and input tra-
jectories,

θi :=
(
{si(t), vi(t), zi(t)}t∈T , {ai(t), bi(t)}t∈T −

)
, (18)

and we write θ := (θ1, . . . , θN ) for the joint strategy profile. Given initial condi-
tions {si(0), vi(0), zi(0)}i∈N , each vehicle i ∈ N seeks a feasible strategy that re-
spects the shared safety rules while optimizing its own preferences (e.g ., tracking
a desired speed vdesi and lane ℓdesi , as introduced earlier). We formalize through
the following assumption.
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Assumption 1 (Separable objectives) Vehicle objectives are separable across
vehicles, i .e., Ji(θi) = Ji(θi, θ−i), and interaction between vehicles occurs only
through the coupled feasibility constraints (Rules 1–2).

Assumption 1 captures the modeling choice that vehicles do not directly
penalize (or reward) other vehicles in their objectives; rather, strategic coupling
arises solely because each vehicle’s feasible set depends on the others through
shared safety rules. Formally, vehicle i solves:

minimize
θi

Ji(θi)

subject to si(0), vi(0), zi(0) given,
(9)-(12),
(15), (17), ∀j ∈ N \ {i}.

(19)

The constraints in Equations (9)-(12) enforce discrete-time longitudinal dynam-
ics (9), bounded roadway and speed domains (10), actuation limits (11), and
lane-change feasibility (12). Vehicle interactions enter only through the coupled
collision-avoidance Rules 1 and 2: (15) enforces longitudinal separation between
vehicles in the same lane, while (17) prevents simultaneous lane swaps when
vehicles are side-by-side in adjacent lanes.

To connect each vehicle’s optimization problem in (19) with the GCS con-
struction in Section 4, we impose the following mild modeling assumptions.

Assumption 2 (Convexity of continuous costs) For each vehicle i ∈ N
and for any fixed lane and blinker sequences (zi, bi), the objective Ji(θi) is proper,
closed, and convex in the continuous variables {si(t), vi(t)}t∈T and {ai(t)}t∈T − ,
and takes values in R≥0.

Assumption 2 ensures that once the discrete lane/blinker sequence is fixed,
the remaining optimization over continuous variables is a convex program. This
property is essential for modeling each maneuver option as a convex set (vertex)
and each time-adjacent transition as a convex constraint (edge) in a GCS.

Example objective function. A concrete cost function consistent with the pref-
erences and assumptions introduced earlier, and used later in Section 4, is the
following cost function:

Ji(θi) :=
∑
t∈T −

[
wi,v

(
vi(t+1)− vdesi

)2
+ wi,ℓ

(
zi(t+1)− ℓdesi

)2
+ wi,a ai(t)

2 + wi,b bi(t)
2
]
+ wi,v

(
vi(T−1)− vdesi

)2
,

(20)

which penalizes deviations from the desired speed and lane, as well as accelera-
tion and lane changes. For any fixed lane and blinker sequences (zi, bi), the cost
in (20) is convex in the continuous variables (si, vi, ai).

Let Θ denote the joint feasible set of all strategy profiles θ satisfying the
dynamics, bounds, lane evolution, and safety rules for every vehicle. Under As-
sumption 1, the induced game admits a generalized potential formulation (Def-
inition 5) with potential:

Φ(θ) :=
∑
i∈N

Ji(θi). (21)
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Problem 1. Given initial conditions {si(0), vi(0), zi(0)}i∈N and vehicle prefer-
ences (e.g ., vdesi and ℓdesi ), find a feasible joint strategy profile θ⋆ ∈ Θ such
that no vehicle can unilaterally decrease its cost while respecting the coupled
feasibility constraints, i .e., θ⋆ is a generalized Nash equilibrium of the induced
game.

4 Iterative Best Response Graphs of Convex Sets

We address Problem 1 using IBR. At each iteration, vehicles update their strate-
gies sequentially by solving a single-vehicle motion planning problem while treat-
ing the trajectories of all other vehicles as fixed.

For vehicle i ∈ N , we construct a directed graph of convex sets Gi = (Vi, Ei)
tailored to the current best-response subproblem. Vertices represent collision-
free convex regions at each time step, and directed edges represent dynamically
feasible transitions between time-adjacent vertices.

` = 1

` = 2

` = 3

50 100 150 200 250

1

2

3

Ii(t, 1, 0)

Ii(t, 2, 0) Ii(t, 2, 1)

Ii(t, 3, 0) Ii(t, 3, 1)

Fig. 2: A set of vehicles driving on a highway with the
red vehicle’s safe gaps in green.

ℓ = 1 ℓ = 2

t

t+2

t+1

Vi(t,2,0)

Vi(t+1,1,0)

Vi(t+2,1,0)

Vi(t,1,0)

Vi(t+2,2,1)

Vi(t+1,2,1)

Fig. 3: Time ex-
panded graph.

4.1 Vertex Construction

Fix an IBR iteration and treat the other vehicles’ trajectories as known. For each
lane ℓ ∈ L and time step t ∈ T , define the unsafe longitudinal interval around
each vehicle j ̸= i that is in lane ℓ at time step t ∈ T :

Kj
i (ℓ, t) :=

(
sj(t)− dsi , sj(t) + dsi

)
. (22)

Let the union of unsafe intervals in lane ℓ at time step t ∈ T be

Fi(ℓ, t) :=
⋃

j∈N\{i}
zj(t)=ℓ

Kj
i (ℓ, t). (23)

Over a bounded road segment [ s, s ], the collision-free set is

Si(ℓ, t) := [ s, s ] \ Fi(ℓ, t). (24)
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Since Fi(ℓ, t) is a finite union of open intervals, Si(ℓ, t) can be expressed as a
finite union of disjoint closed intervals (safe gaps)

Si(ℓ, t) =
⋃

g∈Hi(t,ℓ)

Ii(t, ℓ, g), (25)

where Hi(t, ℓ) is the finite index set of connected components of Si(ℓ, t) and
{Ii(t, ℓ, g)}g∈Hi(t,ℓ) denotes the corresponding family of pairwise-disjoint closed
intervals. Equivalently, each g ∈ Hi(t, ℓ) labels one collision-free longitudinal
“gap” in lane ℓ ∈ L at time step t ∈ T between consecutive unsafe regions
induced by other vehicles.

Each safe interval Ii(t, ℓ, g), as illustrated in Fig. 2, induces a vertex Vi(t, ℓ, g) ∈
Vi whose continuous state variable is

xVi(t,ℓ,g) :=

[
sVi(t,ℓ,g)

vVi(t,ℓ,g)

]
∈ R2, (26)

and whose convex constraints are

sVi(t,ℓ,g) ∈ Ii(t, ℓ, g), vVi(t,ℓ,g) ∈ [ vi, vi ]. (27)

The discrete lane choice is encoded by the vertex lane index ℓ ∈ L.

Initial condition. To impose initial state conditions of vehicle i, choose any g0 ∈
Hi

(
0, zi(0)

)
such that si(0) ∈ Ii(0, zi(0), g0) (ties may be broken arbitrarily),

and enforce
xVi(0,zi(0),g0) =

[
si(0)
vi(0)

]
. (28)

This fixes a valid source vertex consistent with the initial state.

4.2 Edge Construction

Directed edges connect time-adjacent vertices:

e =
(
Vi(t, ℓ, g), Vi(t+ 1, ℓ′, g′)

)
, t ∈ T −, (29)

as shown in Fig. 3. Only edges between adjacent lanes are permitted, i .e., |ℓ′ −
ℓ| ≤ 1. Each edge enforces dynamic feasibility of the form (9) with a decision
variable ai(t) ∈ [ ai, ai ] satisfying (11) and consistent state variables at times
t and t + 1. The lane-change action on the edge is bi(t) = ℓ′ − ℓ ∈ {−1, 0, 1},
consistent with (12). Lateral safety (Rule 2) is enforced by excluding lane-change
edges that would violate (17) given the fixed trajectories and lane-change actions
of other vehicles. Each edge e =

(
Vi(t, ℓ, g), Vi(t+ 1, ℓ′, g′)

)
is assigned a convex

quadratic edge cost ce(·) that depends on the decision variables on that edge,
namely the successor velocity vVi(t+1,ℓ′,g′) and the control ai(t) (with bi(t) =
ℓ′ − ℓ):

ce
(
xVi(t,ℓ,g), xVi(t+1,ℓ′,g′), ai(t)

)
= wi,v

(
vVi(t+1,ℓ′,g′) − vdesi

)2
+ wi,ℓ

(
ℓ′ − ℓdesi

)2
+ wi,a ai(t)

2 + wi,b bi(t)
2, (30)
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where wi,v, wi,ℓ, wi,a, wi,b ∈ R>0 are weights. A terminal penalty may be included
as a vertex cost at t = T − 1, e.g .,

cV
(
xVi(T−1,ℓ,g)

)
= wi,v

(
vVi(T−1,ℓ,g) − vdesi

)2
. (31)

Equipped with this construction, vehicle i ∈ N ’s single-vehicle planning prob-
lem (19) can be cast as a GCS shortest path problem on Gi.

Proposition 2 (Single-vehicle optimality under tightness). Fix the tra-
jectories of all vehicles j ̸= i and construct Gi accordingly. If the convex re-
laxation of the induced GCS shortest path problem is tight, i .e., it admits an
optimal solution with ze ∈ {0, 1}, then solving the relaxed problem yields a glob-
ally optimal solution of vehicle i’s mixed-integer best-response subproblem on Gi.
Consequently, under tightness, the resulting update is an exact best response, so
each IBR step is a potential-descent step in the sense of Proposition 1.

Remark 1. If the relaxation is not tight, the computed update can be inter-
preted as an approximate best response. Section 4.4 quantifies the effect of such
inexactness.

4.3 Iterative Best-Response on Graphs of Convex Sets Algorithm

We solve the multi-vehicle game in Problem 1 using an IBR scheme, summarized
in Algorithm 1.

Algorithm 1: Iterative Best-Response on Graphs of Convex Sets (IBR-
GCS)

Input: Initial feasible strategies θ0 = (θ01, . . . , θ
0
N ) ∈ Θ, maximum sweeps

Kmax, tolerance ϵ
Output: Final strategy profile θout = (θout1 , . . . , θoutN )

1 Set k ← 0 and compute Φ(θ0);
2 for k = 0 to Kmax − 1 do
3 Set θk,0 ← θk ; // start of sweep
4 for i = 1 to N do
5 Construct vehicle i’s GCS Gki using the other vehicles’ strategies θk,i−1

−i ;
6 Compute a (possibly inexact) best response by solving the

single-vehicle GCS problem on Gki to obtain θk+1
i ;

7 Update the intermediate profile θk,i ← (θk+1
1 , . . . , θk+1

i , θki+1, . . . , θ
k
N );

8 Set θk+1 ← θk,N ; // end of sweep
9 Compute potential change ∆←

∣∣Φ(θk+1)− Φ(θk)
∣∣;

10 if ∆ < ϵ then
11 break;

12 return θout ← θk+1;

The algorithm proceeds in sweeps indexed by k: during sweep k, vehicles
update sequentially, and each vehicle i computes a best response to the most
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recent strategies of the other vehicles, denoted θk,i−1
−i . Concretely, at its update,

vehicle i constructs a GCS instance Gk
i that encodes collision-free regions and

feasible transitions given θk,i−1
−i , solves the resulting single-vehicle GCS SPP, and

records the resulting strategy θk+1
i (lines 5–7 of Algorithm 1). After all vehicles

have updated, the sweep terminates, and the algorithm produces the next joint
strategy profile θk+1 (line 8).

Under exact best-response updates in a generalized potential game (see Sec-
tion 2.2), Proposition 1 implies that the generalized potential is monotonically
nonincreasing along the intermediate profiles θk,i, and hence along the sweep
iterates θk. In our implementation, each best response is computed by solving a
convex relaxation of the underlying GCS mixed-integer problem. Consequently,
the update may be inexact and should be interpreted as an approximate best
response. The resulting equilibrium error and its relationship to the per-update
suboptimality are quantified in Section 4.4. We terminate IBR when the decrease
in the potential across a sweep is below a specified tolerance (lines 8–11).

4.4 Error Quantification

This section quantifies the extent to which inexact best-response updates degrade
the limiting quality of the strategy profiles produced by the IBR procedure. Since
each vehicle solves a relaxed GCS problem in practice, the resulting update may
not be an exact best response to the other vehicles’ fixed strategies. We therefore
measure the suboptimality of each update relative to the true best-response
problem and translate this into an approximate equilibrium guarantee.

We recall the definitions of the joint feasible set Θ, the individual feasible
sets Θi(θ−i), and the intermediate profiles θk,i introduced in Equations (2) and
(7). We note that for the remainder of this section, we revert to the cost function
notation used prior to Assumption 1, i .e., Ji(θi, θ−i) = Ji(θi).

Approximate best responses. At each update, vehicle i ∈ N aims to minimize its
cost over the feasible set induced by the current strategies of the other vehicles.
We measure the quality of the computed update by comparing its cost to the
optimal value of this best-response problem.

Definition 6 (Approximate best response). At sweep k and vehicle i ∈ N ,
we say the computed update θk+1

i has best-response error at most ϵki ≥ 0 if

Ji(θ
k+1
i , θk,i−1

−i ) ≤ inf
θi∈Θi(θ

k,i−1
−i )

Ji(θi, θ
k,i−1
−i ) + ϵki . (32)

Approximate equilibrium. A natural benchmark for IBR is a generalized Nash
equilibrium (Definition 4), in which no vehicle can reduce its cost through a
feasible unilateral deviation. Since we allow inexact best responses, we use the
standard relaxation of this notion, cf . [21, Definition 3.4.7].

Definition 7 (ϵ-GNE). A strategy profile θ ∈ Θ is an ϵ-GNE if

Ji(θi, θ−i) ≤ inf
θ̂i∈Θi(θ−i)

Ji(θ̂i, θ−i) + ϵ, ∀i ∈ N . (33)
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To connect update-level errors to equilibrium quality, we introduce each ve-
hicle’s regret, i .e., the gap between its current cost and its best feasible unilateral
deviation.

ri(θ) := Ji(θi, θ−i)− inf
θ̂i∈Θi(θ−i)

Ji(θ̂i, θ−i) ≥ 0. (34)

Our analysis is based on two standard technical assumptions. The first pre-
vents the potential from decreasing without bound, while the second postulates
that the inexactness of each best-response computation is uniformly bounded.

Assumption 3 The potential function Φ is bounded below on Θ, and Θ is
nonempty and compact.

Assumption 4 The IBR iterates satisfy (32) with errors uniformly bounded by
ϵki ≤ ϵ̄ < ∞ for all i ∈ N and all k ≥ 0.

Assumption 3 is standard in our setting, as physical constraints and finite dis-
crete decisions ensure the feasible strategy space is a nonempty compact set over
which the nonnegative potential function is bounded below. However, Assump-
tion 4 is stronger and generally difficult to verify, requiring a uniform bound of
the suboptimality of the GCS convex relaxation that is often observed in motion-
planning problems (see Remark 3), but is difficult to guarantee theoretically (cf .,
[15, Proposition 8.1]).

The following result states that if each IBR update is an ϵ-approximate best
response with a uniform error bound, then the iterates asymptotically lie in an
approximate equilibrium set: no vehicle can improve by more than ϵ̄ in the limit.

Theorem 1 (ϵ̄-equilibrium under IBR-GCS). Suppose G is a generalized
potential game with potential Φ (Definition 5). Under Assumptions 3–4,

lim sup
k→∞

max
i∈N

ri(θ
k) ≤ ϵ̄.

In particular, the iterates asymptotically lie in the ϵ̄-GNE set (Definition 7).

Proof. Fix a sweep index k and consider the update of vehicle i ∈ N from the in-
termediate profile θk,i−1 to θk,i. Since Φ is a generalized potential (Definition 5),
changes in vehicle i’s cost match changes in Φ under feasible unilateral devi-
ations. Combining this property with the approximate best-response condition
(32) yields

Φ(θk,i−1)− Φ(θk,i) = Ji(θ
k,i−1
i , θk,i−1

−i )− Ji(θ
k,i
i , θk,i−1

−i )

≥ ri(θ
k,i−1)− ϵki ≥ ri(θ

k,i−1)− ϵ̄. (35)

We proceed by contradiction. Suppose there exists η > 0 and an infinite
subsequence of sweeps {km}m∈N such that, for each m ∈ N, there exists an
index im ∈ N with

rim(θkm,im−1) ≥ ϵ̄+ η. (36)
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Applying (35) at the update of vehicle im during sweep km gives

Φ(θkm,im−1)− Φ(θkm,im) ≥ rim(θkm,im−1)− ϵ̄ ≥ η. (37)

In particular, since θkm,im occurs within sweep km, we have Φ(θkm+1) ≤ Φ(θkm)−
η. Iterating along the subsequence implies Φ(θkm) → −∞ as m → ∞, contra-
dicting the boundedness of Φ below on Θ (Assumption 3). Therefore,

lim sup
k→∞

max
i∈N

ri(θ
k) ≤ ϵ̄, (38)

which proves the claim. □

Remark 2. As noted earlier, GCS relaxations are often tight in practice (i .e.,
ϵki = 0), but they can be arbitrarily loose in special cases [15, Proposition 8.1], in
which case Assumption 4 may fail. For instance, this may happen when the costs
and edge weights are symmetric [15, 17]. In such cases, the result above should be
interpreted as a conditional guarantee: whenever the per-update best-response
error remains uniformly bounded, the IBR iterates converge to a correspondingly
bounded approximate equilibrium set.

5 Simulation Results

The performance of the proposed method is illustrated in a representative driving
scenario. The parameters for the driving problem are N = 6, |L| = 4, T = 30,
and discretization step of ∆t = 0.3 s. The scenario is set up with two vehicles
merging from a terminating lane into a three-lane highway, where four other
vehicles operate. The algorithm converges in 2 iterations, with the resulting
equilibrium visualized in Fig. 4. All simulations were performed using the GCSOPT
library [23] on a laptop with a AMD Ryzen™ 7 5800U (8-core, 16-thread) CPU
and solved using the MOSEK 11.0.29 solver [1], leading to a total wall-clock
time of 297.24 s for this scenario. The resulting strategies θ⋆ drive each vehicle
i ∈ N safely over the chosen time horizon T to a target lane ℓdes

i , while tracking
a desired velocity vdes

i . In doing so, the vehicles perform multi-layered overtaking
maneuvers while accelerating and ensuring both lateral and longitudinal safety.
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Fig. 4: Trajectories of six vehicles on a highway with one merging lane. The
initial and final positions of each vehicle are shown without transparency, while
positions at every third time step are shown with transparency.
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Additionally, multiple randomized simulations with N = 4, |L| = 3, T = 30,
and ∆t = 0.3 s were conducted, with parameters sampled from the following
uniform distributions:

vdes
i ∼ U ( 80

3.6 ,
160
3.6 ), ℓdes

i ∼ U({1, . . . , |L|}), wi,v ∼ U(0.1, 1.0),
wi,ℓ ∼ U(5, 25), wi,b ∼ U(5, 10), wi,a ∼ U(0.1, 0.5).

Initial states and lane configurations were randomly sampled according to:

s0i ∼ U (0.0, 200), v0i ∼ U ( 60
3.6 ,

130
3.6 ), ℓ0i ∼ U({1, 2, 3}),

until a collision-free arrangement was obtained. Figure 5 illustrates the evolution
of the potential function Φ(θk) over the iterations k. As predicted, the potential
function values are decreasing, with a strictly positive decrease. Consequently,
each iteration of the algorithm moves the system closer to a ϵ-GNE, providing
empirical validation of the proposed approach, IBR-GCS.
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Fig. 5: Distributions of potential function evolution over iterations for 100 ran-
domized simulation setups with the mean in orange. As shown, the potential
function is always smaller at iteration k than at k − 1.

Remark 3. In all our simulations, the convex relaxation was observed to be very
tight, enabling us to solve complex driving scenarios to globally optimal solu-
tions. While our work provides no theoretical tightness guarantee, these empiri-
cal observations suggest that additional structure may be present and motivate
future work aimed at establishing formal tightness guarantees.

6 Conclusion

This paper presented IBR-GCS, a graphs of convex sets (GCS) formulation for
multi-vehicle highway autonomous driving with strategic interaction. For each
vehicle, collision-free maneuver options and dynamically feasible transitions are
encoded as a shortest-path problem (SPP) on a vehicle-specific GCS. This repre-
sentation separates continuous trajectory optimization (handled within convex
vertex/edge constraints and costs) from discrete maneuver selection (encoded in
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the graph topology) and admits a convex relaxation that is often tight. Since each
vehicle’s feasible maneuver graph depends on the current strategies of the other
vehicles, a single centralized GCS is not naturally available; instead, IBR-GCS
employs an iterative best-response (IBR) procedure in which vehicles repeatedly
solve their individual GCS subproblems while holding the strategies of the other
vehicles fixed.

From a game-theoretic perspective, the coupled feasibility constraints in-
duce a generalized Nash game with a generalized potential structure that can
be exploited to interpret IBR as an (approximate) descent method on a global
potential function. Under exact best responses, the potential is monotonically
non-increasing (Proposition 1). When best responses are computed inexactly
(e.g ., due to relaxation looseness), our error analysis provides conditions under
which the iterates converge to a neighborhood of the generalized Nash equilib-
rium set, with a bound on the maximum unilateral improvement available to
any vehicle (Theorem 1).

Several practical considerations affect performance and the particular equi-
librium reached. For example, the limiting equilibrium point can depend on
initialization and on the vehicle update order. In the current implementation,
each vehicle reconstructs its GCS at every update, even though successive graphs
often change only locally as other vehicles move. An important direction for fu-
ture work is to warm-start and reuse graph structure across sweeps (e.g ., caching
safe-gap decompositions and updating only affected vertices/edges), which could
substantially reduce per-iteration overhead. Another direction is to incorporate
randomized or priority-based update schedules to mitigate order sensitivity, and
to refine termination criteria based on per-vehicle regret (Section 4.4) rather
than only on potential decrease.

Finally, while convex relaxations are frequently tight in practice, relaxation
looseness can degrade best-response accuracy. Developing tighter relaxations and
problem-specific certificates of tightness for driving instances remains an impor-
tant avenue for future work.
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7 Notation

Table 1 summarizes the notation used throughout the paper.

Table 1: Summary of notation.

Symbol Description

General / macros
X Calligraphic font, e.g ., N , L (set-valued objects).
R Real numbers.
(·), (·) Lower/upper bounds (e.g ., ai, ai).
des “Desired” superscript, e.g ., vdesi , ℓdesi .
s “Safety” superscript, e.g ., dsi .

Continued on next page
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Symbol Description

δi,j Kronecker delta (1 if i = j, 0 otherwise).

Graphs of Convex Sets (GCS)
G = (V, E) Graph of convex sets with vertices V and directed edges

E .
V ∈ V A vertex of the GCS graph.
e = (U,W ) ∈ E A directed edge from vertex U to vertex W .
E in
V , Eout

V Incoming/outgoing edge sets at vertex V .
XV ⊂ Rn Convex set associated with vertex V .
Xe ⊂ Rn × Rn Convex set encoding feasibility/coupling across edge

e = (U,W ).
xV ∈ XV Continuous decision variable at vertex V .
ze ∈ {0, 1} Binary edge-selection variable for edge e.
yV Induced vertex-selection variable (vertex is on the

selected path).
ce(·) Convex nonnegative edge cost.
cV (·) Optional convex nonnegative vertex cost.
V0, VK Source and target vertices for the shortest path problem.

Game-theoretic model
N Number of agents.
N = {1, . . . , N} Set of agent indices.
θi Strategy of agent i.
θ−i Joint strategy of all agents except i.
θ = (θi, θ−i) Joint strategy profile.
Θ Joint feasible set (captures coupled/shared constraints).
Θi(θ−i) Feasible strategy set of agent i given θ−i.
Ji(θi, θ−i) Cost incurred by agent i at joint strategy (θi, θ−i).
G The generalized game defined by the coupled

optimization problems.
θ⋆ A generalized Nash equilibrium (GNE) strategy profile.
Φ : Θ → R Generalized potential function.
BRi(θ−i) Best-response mapping of agent i.

Iterative best response (IBR) and error metrics
k IBR iteration (sweep) index.
θk Joint strategy at the start of sweep k.
θk,i Intermediate joint strategy after agents 1, . . . , i updated

in sweep k.
ϵki Best-response suboptimality for agent i at sweep k.
ϵ̄ Uniform bound on best-response errors.
ri(θ) Regret of agent i at profile θ
ϵ Tolerance used in termination criteria.

Highway driving model
L Set of lane indices.

Continued on next page
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Symbol Description

T = {0, . . . , T−1} Discrete planning horizon (time indices).
∆t Time step duration.
si(t) Longitudinal position of vehicle i ∈ N at time t.
vi(t) Longitudinal speed of vehicle i ∈ N at time t.
ai(t) Longitudinal acceleration of vehicle i ∈ N at time t.
zi(t) ∈ L Lane index of vehicle i ∈ N at time t.
B = {−1, 0, 1} Blinker command set (right, stay, left).
bi(t) ∈ B Blinker (lane-change command) of vehicle i ∈ N at time t.
ai, ai Acceleration bounds for vehicle i ∈ N .
vi, vi Speed bounds for vehicle i ∈ N .
s, s Road segment bounds in longitudinal coordinate.
di,j(t) =
sj(t)− si(t)

Longitudinal separation between vehicles i and j.

zi,j(t) =
zj(t)− zi(t)

Relative lane offset between vehicles i and j.

dsi Safety distance (longitudinal gap) for vehicle i ∈ N .

Single-agent GCS construction for vehicle i ∈ N
Gi = (Vi, Ei) Vehicle-i GCS graph used in its best-response

subproblem.
ℓ ∈ L Lane index in the construction.
g Safe-gap index within a lane at a given time.
Kj

i (ℓ, t) Unsafe longitudinal interval around vehicle j in lane ℓ at
time t.

Fi(ℓ, t) Union of unsafe intervals in lane ℓ at time t.
Si(ℓ, t) Collision-free longitudinal set in lane ℓ at time t.
Hi(ℓ, t) Finite index set of collision-free gaps in lane ℓ at time t.
Iℓ,g
i (t) The g-th collision-free longitudinal interval in lane ℓ at

time t.
Vi(t, ℓ, g) Vertex corresponding to (t, ℓ, g) in Gi.

xi(t) =

[
si(t)
vi(t)

]
Continuous state used in vertices of Gi.

e =(
Vi(t, ℓ, g), Vi(t+

1, ℓ′, g′)
) Directed edge representing a feasible transition between

time-adjacent vertices.

Costs / preferences
vdesi Desired speed of vehicle i ∈ N .
ℓdesi Desired lane of vehicle i ∈ N .
wi,v, wi,ℓ, wi,a, wi,b Cost weights for speed tracking, lane preference,

acceleration effort, and blinker usage.


